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Simulation of Dispersive Multiconductor
Transmission Lines by Pad6

Approximation via the Lanczos Process
Mustafa Celik and Andreas C. Cangellaris, Member, IEEE

Abstract—A mathematical model for dispersive, multiconduc-
tor transmission lines is introduced that makes possible the
utilization of the Pad6 approximation via the Lanczos (PVL)
process to the analysis of linear networks that contain transmis-
sion tine systems. The mathematical model is based on the use
of Chebyshev polynomials for the representation of the spatial
variation of the transmission-tine voltages and currents. A simple
collocation procedure is used to obtain a matrix representation of
the transmission line equations with matrix coefficients that are
first order polynomials in the Laplace-transform variable s and
in which terminal transmission-tine voltages and currents appear
explicitly. Thus, the model is compatible with both the PVL
algorithm and the modified nodal analysis formalism. Res”ults
from the numerical simulation of both digital interconnect-type
and microwave circuits are presented to demonstrate the validity
and discuss the efficiency of the proposed model.

I. INTRODUCTION

sINCE the introduction of asymptotic waveform evalu-
ation (AWE) [1] in the late 1980’s, analysis of large

linear circuits using moment-matching techniques has been
the subject of extensive research in the CAD area [2]–[1 1].

The need for such alternative approaches to electronic circuit

analysis is mainly driven by the rapid growth in size, density
and complexity of modern integrated circuits. For such large
circuits, the use of general purpose circuit simulators becomes
inefficient or even impossible. The alternative to such simula-
tors is the development of approximate reduced models which
capture with acceptable engineering accuracy the important
attributes of the response of the circuit over the bandwidth of
interest to the specific analysis or design.

Pad6 moment-matching methods such as AWE and its

derivatives, approximate the s-domain transfer function of
a linear circuit by a reduced-order model containing only
a few number of dominant poles and residues. The time-
and frequency-domain responses of the linear circuit can be
computed using the reduced-order model. Although moment-
matching techniques have been applied with great success to
a variety of electrical CAD problems, they are hindered by
some numerical limitations.

Recently, a new method was introduced for the computation
of the Pad6 approximation of a lumped linear RLC circuit via
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the Lanczos process [12]. This algorithm, which is called PVL
(Pad6 via Lanczos), produces more accurate and higher-order

approximations compared to AWE and its derivatives. Despite
its superior performance to moment-matching techniques, ap-
plications of PVL have so far been limited to lumped RLC
circuits. The objective of this paper is to introduce a method for
modeling circuits with dispersive multiconductor transmission
lines using the PVL algorithm.

The organization of this paper is as follows. In Section II,
an s-domain relationship is developed for the terminal volt-
ages and currents of multiconductor transmission lines that is
consistent with the mathematical formulation used in the PVL
method. In Section III, the methodology is extended to trans-
mission lines with frequency-dependent line parameters. The
incorporation of this transmission-line model into the modified
nodal analysis (MNA) equations of a linear circuit containing
sections of multiconductor transmission lines is discussed
in Section IV. In Section V, several numerical examples are
presented from the application of the proposed model to the
PVL analysis of circuits with transmission lines. Comparisons

with results from the literature are used to demonstrate the
validity of the model. Finally, some concluding remarks are
given in Section VI.

II. TRANSMISSION LINES

The s-domain Telegrapher’s equations for a multiconductor
transmission line system of length 1 are given by

$V(d, s) = –(R(X’) + SL(Z’))I(Z’, s) (1)

;~(x’, s) = –(G(#) + sC(Z’))V(X’, S) (2)

where V(d) and ~(z’, s) are, respectively, the column vectors
of line voltages and currents; R(x’), L(z’), C(d), and G(d)
are, respectively, per-unit-length (p.u.1) resistance, inductance,
capacitance, and conductance matrices. For the sake of clar-
ity, the model is first developed for the case of lines with
frequency-independent p.u.l. parameters. The extension of the
model to lines with frequency-dependent p.u.l. parameters
is given in Section III. The general approach to include

the multiconductor transmission line systems into a circuit
simulator is to treat them as linear multiports described by
a suitable relationship between terminal voltages and currents
(e.g., Y-parameter representation, h-parameter representation)
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which is obtained rigorously from the integration of Teleg-
rapher’s equations. For instance, the following formulation
is generally employed to integrate transmission lines into
moment-matching type simulations:

A(s) V,(S) + ~(S)~~(S) = O (3)

where Vt (s ) and It(s) are column vectors containing, respec-
tively, the terminal voltages and currents of the multiconductor
line system. The matrices A(s) and 13(s) are described in
terms of the per-unit-length line parameters and are usually
exponential type functions of s. However, in order to be
able to use the PVL technique to analyze circuits containing
transmission lines, the elements of the matrices A(s) and l?(s)
in (3) need to be first-degree polynomials in s. One way to

achieve this is to avoid the integration of (1), (2). Instead, a
direct numerical approximation of the system of (1) and (2)
along the transmission line is sought, that can be effected in
such a way that spatial derivatives are calculated explicitly and
terminal voltages and currents appear explicitly in the resulting
approximation. The development of such an approximation
using Chebyshev polynomials for the expansion of V(z’, s)
and 1($’,s) is presented next.

Let 1 be the length of the transmission line system, i.e., (O <
x’ < i). The transformation ~ = 2x’/i — 1 maps the domain

[0, 1] onto the domain [– 1, 1], which is convenient in dealing
with Chebyshev polynomials. For the sake of simplicity, we,.
consider first the simple two-conductor transmission line case;

the mathematical model is then generalized for multiconductor
transmission line systems.

A. Two-Conductor Transmission Line

The transformed Telegrapher’s equations for a two-
conductor transmission line of length 1, with one of the
conductors taken as reference, are:

gv(x, s) = –:(R(z) + Sqz)p(z, s) (4)

-$1(x, s) = –~(G(x) + sC(Z))V($, S). (5)

In the proposed methodology, the line voltages and currents
are approximated by their truncated Chebyshev expansions:

M

V(Z> s) == ~ am(sp’’n(%) (6)
m=l)

M

1(3, s) = ~ L5m(s)l’m(z) (7)
?n,=(l

where T~(z) = cos(rn Cos–l x) is the mth degree Chebyshev
polynomial of type 1. The choice of Chebyshev polynomials
for the representation of the spatial variation of the transmis-
sion line voltage and current is motivated by the exponential
rate of convergence of Chebyshev expansions [13]. Because
of this property of Chebyshev expansions, highly accurate
approximations of the voltage and current distributions along
the lines can be effected with a small number of polynomials
(Al). The choice of M is discussed later.

The use of Chebyshev polynomials for spectral approxima-
tions of wave propagation in multiconductor transmission lines
has been discussed in [14]. However, for the purposes of our
applications, the so-called pseudo-spectral approximation is
found to be more convenient [13]. Let V(zn, s), I(zn, s), n =

0,1,2,... , ill, be the voltage and current values at the points
x. defined by

x.=cos~,
M

n=(), l,....~. (8)

Clearly, X. = 1 and XM = – 1 correspond, respectively, to
the far- and near-end terminals of the transmission line. It can
be shown that the coefficients an and bm in (6) and (7) are
given by [13]

M I(zn, s) Tm(zn)
bin(s)=; ;~ ~ (10)

m n=O n

where cm is defined as

{

1, m#O, fll
c—

m – 2, otherwise.
(11)

Substituting (9) and (10) into (6) and (7), respectively, one

obtains

M

V(LT,s) = ~ V(xm, S)gm(x)
m=o

M

1(Z, s) = ~ 1(%, s)9m(x)

(12)

(13)
m=l)

where gm (x) are given by

1 – #) T~(x)(-1)~+1
gin(x) = ( (14)

CJW2(X – Xm) “

As expected, the polynomials gm (x) have the Lagrange
polynomial-type property

9m (z.) = ~mn (15)

where ISmn is the Kronecker delta.
To obtain an approximation to the differential equations

given in (4) and (5), a collocation method is used with

collocation points those in (8). Substituting (12) and (13) into
(4) and (5), one obtains

5 wm)s):9m(4
m=o

= +(x) +S-L(Z)) f I(xm, S)gm(x) (16)
m=o

= -:(G(z) + SC’(X)) ~ V(xm, S)gm(x). (17)
m=o
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To perform the collocation, the derivatives of polynomials g~

at the collocation points are needed. They are found to be

:9m(x) = D.m (18)
Z=zn

where

D
en (-1)~+~

~m.—— (n # m)
cm x~ —x~

(19)

D.. = – ‘%
2(1 –z:)’

l<n<M–1,

2M2 + 1
Doo = ~ = –DMhf. (20)

In view of the above results and definitions, the system of

linear equations obtained from the collocation process may be
cast in the form

~ v(&,~)&m = -;(R(z.) + SL(%))I.(S) (21)
?nXo

~ ~(zm,s)Rn ==-;(G(%.) + sC(%))V.(S) W
m=o

forn=O,l,... ,M.

Let D be the (M+ 1) x (M+ 1) square matrix with elements
D nm. Then, the above system of equations may be cast in

matrix form as follows:

Dv.(s) = –2(s)1. (s) (23)

Dl,(s) = –Y(s)v. (s) (24)

where

V,(s) = [V(ZCI,s), V($l, s), . ~ ., v(~J,f, S)]T (25)

1.(s) = [I(Q3, s), 1(X1, s),. . . ,I(ZM, S)]T (26)

and Z(s) and Y(s) are diagonal matrices

Z(s) = ~ diag {R($o) + sL(zo), R(zI) + sL(zI),

. . . ,R(ZM) + SL($M)} (27)

Y(s) = ~ diag {G(zo) + SC(ZO), G(zI) + sC(X1),

. . . ,G(zM) + SC(%~)}. (28)

The next step is to express (23) and (24) in terms of the

terminal voltages and currents of the transmission line. For
this purpose, we use the following colon notation to select
specific rows and columns of a matrix. Let A be a matrix.

Then A(i,j,~,~) is the (j – z + 1) x (m – n + 1) submatrix
of A that is between the ith and j%h rows, and mth and

nth columns of A. Similarly, A(i, ~,m) is a column vector of
length (j – i + 1) having as elements the elements of the mth

column of the matrix A between (and including) rows i and j.
Recognizing that (23), (24) constitute the approximation of a

two-point boundary value problem, two boundary conditions
(involving the values of terminal voltages or the values of

the terminal currents or impedance relationships between the
terminal voltages and currents) need be specified for the
problem to be well posed. This implies that two of the
equations in (23), (24) associated with the terminal quantities
need be eliminated in favor of the aforementioned boundary

conditions. Without loss of generality, the first and last of

the equations in (23) are the ones eliminated. Consequently,
using the aforementioned colon notation (23) and (24) are
cast in the form as shown in (29) at the bottom of the page,

( ) = V($NI, s), war(s) = V($o, s),&ar(s) =where k’.,., s
l(z~, s), Ifs,(s) = –I(zo, s), and

v.(s) = [V(zl, s) v(x~, s) . . . v(x&~_~, S)y-

f,(s) = [1(%1, s) I(q, s) . . . I(zAf_l, S)]T.

Equation (29) can be written in a more compact form

(AR + SA1)V,(S) + (BR + S@)~(S) = O

where

[1

rt(s)

J(s) = v(s)
I(s)

(30)

(31)

as, “

(32)

(33)

and Vt = [V&, Vfar]T, It = [Inear Ifar]T are, respectively,
the vectors of terminal voltages and currents of the line.

B. Multiconductor Transmission Lines

The development of the model for the case of multi-

conductor transmission lines is similar to the one for the
two-conductor line. In this case, the spatial distributions of
the voltage and current on each conductor are expanded in
Chebyshev series. For an (N+ I)-conductor line system, with
the (N + 1)st conductor being the reference, the collocation
procedure discussed earlier leads to the following system of

equations

[“’
211(s) . . . zl~(s) Ii(s)

=—. “.

IL 1

, (34)

z~i(s) . . ~ z~~(s) N“(s)

[

~(2:Nf,A4+l) ~(2:M,l)

Y(l:M+l,M+l) (S) Y(l:M+l,l) (S) IR3?l
[

IneJs)

Z(2:M,M+1)(S) ‘-Z(2,M,1)(S) z(2:&f,2:M)(S) ~(2:Nf,2:M)

1[ ] [1

q=.(s) o

+ ~(l:M+l,lW+l) –D(l.M+l,l) ~(l:L’f+l,2:fvf) y(l:M+l,2:Af) (S) 1.(s) = o
v.(s)

(29)
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YIN(S)

YNN(S) [:

VI(S)

(35)

vi (s)

where Vi(s) is the vector of voltage samples along the ith

(36)

—

+sLi~(zl), ”””, R~~(xM)+sLi~(zM)} (37)

I’(s) and Yi~ (s) are defined similarly. Introducing the vectors
of terminal voltages and currents

Vrlear(s) = [V’($mf, s), “ “ “ , VN($M, S)]T (38)

Vfar(s) = [Vl(%o, s), . . . . VN(Z(), S)]* (39)

Inear(s) = [I1(XM, s), . . . ,IA’($M, S)]T (40)

Ifar(s) = –[Il(z~, s), . . ,IN(l@ s)]* (41)

and rearranging (34) and (35), we obtain (42) as shown at

the bottom of the page. In the aboveAequations the following
notation has been used. The matrix ll(i: ~,~:n) is an N-block
diagonal matrix with each block being the matrix D(i:j,m:n).

The matrix Z(z:j,n:n) (s) is defined as

[

1
j,m:n)(s) “““ Zt:,m:n)(s)2/;, .

-%:j,m:m)(s) = : “~. ; 1(43)

z;: 1
j,m:n)(s) “““ :m:n)(s)Zg,

V(s) = [Vi(s),..., VN(S)],A where V’(s) is given in (30).

Finally, y(i,j,~,~) (s) and 1(s) are defined similarly to

Z(;,j,m,n)(s) and V(s).
Equation (42) can be written in compact form as

(AR + sA’)V,(S) + (@ + .S#)~(S) = O (44)

where

[1

It(s)
J(s) = v(s) (45)

I(s)

and Vt = [V;ea, V2,]T, It = [If.., I~,]T are the vectors of
terminal voltages and currents of the line system, respectively.

copper
~

4 w

~al h=125 microns
h

t w=25 microns

t=25 microns

~

The stripline structure

d=l 5cm
v out

* +

The stripline circuit

Fig. 1. The circuit for example 1

C. Order of Chebyshev Approximation

One may eliminate the vectors V(s) and ~(s) in (44) and
obtain a relation in terms of terminal voltages and currents
only. However, in order to be able to use the PVL algorithm
for the analysis of transmission lines, the coefficient matrices
in (44) must be first degree polynomials in s. This is why
we enter (44) as a stamp into the overall circuit matrix.
Because of this, it is important to keep the order of Chebyshev
approximation as small as possible so that Ithe size of the
overall circuit matrix does not become prohibitively large. The
accuracy of the approximation, on the other hand, depends on
the order, M, of the Chebyshev approximation. To find an
optimum value for Al we use the result

‘1
sin(lV7rz) = 2 ~ —~m(~7r) sin

cm (y) Tin(.)>
m=O

where Jm(z) is the Bessel function of order m. Since Jm (z) w
(l/=) (ez/m)m as m ~ m, it is clear that Jn(Nm) ~ O
exponentially fast as m > IVm. This result indicates that the
Chebyshev approximation will start converge rapidly when

the number of polynomials retained per wavelength is greater
than n. Consequently, a heuristic rule for the resolution
requirements of Chebyshev expansions is at least four collo-
cation points per wavelength. Therefore, for a transmission

[

5(2: M,M+1)

‘(l:M+@]~~$)]

~(2:M,l)

f(l:M+l,M+l)(s)

[

+::sy

‘(2:kf,M+l)(S) –.q2:M,l) (s) q(2:M,2:M) (s)
+-

b(2:M,2:M)

1[ ] [1

o

~(l:M+l,M+l) –ql:M+l,l) ~(l:M’+l,2:M) f(l:M+l,2:iW)(s) Z(S) = o

v(s)

(42)
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Fig. 2. Comparison of approximated and calculated values of Re[Z(ju)].
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Fig. 3. Comparison of approximated and calculated values of Im[Z(jo)].

line of length 1, with ~~in the minimum wavelength at
the predetermined maximum frequency, .f~,x, the order of
approximation, M, is chosen as

M=4; +2. (47)
mm

III. TRANSMISSIONLINES WITH
FREQUENCY-DEPENDENTLINE PARAMETERS

It is well-known that high-frequency wave propagation in
transmission lines in inhomogeneous media is characterized
by geometric dispersion. Furthermore, lossy substrates and
the finite conductivity of the conductors combine with the
aforementioned geometric dispersion and result in equivalent
p.u.l. capacitance, inductance, conductance, and resistance
matrices that are frequency dependent. This frequency depen-
dence of the line parameters needs to be taken into account
for the accurate simulation of high-speed pulse propagation
in interconnects or the design of distributed passives for
microwave and millimeter-wave applications. In the following,

1.2 -

1,1 -

1>

-0.9 -~

-3.*
~0,8 -

&
a
g 0.7
g

3
L 0.8 -

0.5 -

0.4 -

0.3
0 0.5. 1 1.5 2 2.5 3 3.5 4 4.5 5

frequency, GHz

Fig. 4. The output frequency response of the circuit of Example 1.
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I

o ~-,-- ---- ____ __

\

-0,21 I
o 0.5 1 1.5 2 2.5 3

time, nanoseconds

Fig. 5. The transient response of the circuit of Example 1.

we extend the methodology of the previous section to the
case of multiconductor transmission lines with frequency-
dependent line parameters. The development begins with the
simple case of a two-conductor line and it is subsequently
generalized for the case of a multiconductor system.

Even though the proposed methodology is also applicable

to nonuniform transmission lines, we choose to develop the
model for the case of a uniform line in order to keep the

notation as simple as possible. For a uniform transmission
line with frequency-dependent line parameters the transformed
Telegrapher’s equations given in (4) and (5) become

-&q .9) = –;2(s)1(% s) (48)

:-(Z, s) = –: Y(S)V(X, s) (49)

where 2(.s) and Y(s) are the per-unit-length impedance and
admittance functions, respectively. The p.u.l. impedance &d
admittance functions are related to the p.u.l. line parameters
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Fig. 6. The circuit for Example 2.

(R, L, C, and G) through the expressions

2(s = jti) = R(w)+ jLJL(LJ) (50)

Y(S = ju) = G(w)+ jwC(LJ). (51)

It will be assumed that the p.u.l. line parameters are either
calculated over the frequency range of interest using a suitable
full-wave electromagnetic analysis method, or are determined
from measurements. In the proposed method, we approximate
the p.u.l. impedance and admittance functions with rational
functions of s

~z(s)= ~ZO+ “ “ + bzqsq
z(s) = — (52)

Uz(s) azo+., . + azqs~

k(s) = by. + . . . + b>-qSq
Y(s) = — (53)

ay(s) aye+... + ayqsq

where q is the maximum of the orders of the four polynomials.
The coefficients of the rational functions are forced to be real

.7
“~(2:A4,1bf+l) D(2:M,1)

o
by(s)

a>-(s)
by(s)

o
ay(s)

+

o

D(l:M+I,M+I)

[1

‘near (s)
Vfar(s)

o

–D(I:M+I,I)

. . . 10

and obtained from the available R, L, C, G data using least
squares fitting.

Then the NINA stamp given in (29) becomes (54) as
shown at the bottom of the page, where 1‘s and O‘s are
identity matrices and column vectors of zeros, respectively,
with suitable sizes. Multiplying the first M – 1 rows of the
above matrices with az (s) and the remaining ill + 1 rows
with ay (s), we obtain

(AO+AIS+ ~.Aqs’)Vt+(Bo+B1s+. . .~qSq)~ = O (55)

where

Ai =

azt “ ~(2:iM,M+I) az, . D(MJ,l)

o byi 1 (56)

1 k, I 01

and while the expression for B, is given by (57) at the bottom
of the next page.

bz(s) ~

az(s)
~(2.M,2:Ibf)

Inear(s)

[~[1

q%,(s) = o
I,(s) o

v.(s)

(54)
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Next, we introduce a set of new vectors

Svt = Vtz

Svtz = Vts

Svt(q–l)= Vtq (58)

and

SJ = J2

SJ2 = J3

sJq–l = Jq. (59)

Then (55), using (58) and (59), may be cast in the form shown

at the bottom of the page preceding (57), where O‘s a-e either

“column vectors or matrices of zeros with suitable sizes. A
compact form of the equation is

(AR + sA1)Vt(s) + (BR + S~’)Jfdc(S) = O (60)

where the superscript “fdc” is used to indicate the frequency-
dependent case. If the line has frequency-independent pa-
rameters, (32) is stamped into the MNA matrix instead of
(60).

This result for the two-conductor line can be extended

easily to the case of multiconductor transmission line systems.

For such systems, the entries of the p.u.l. impedance and

admittance matrices are approximated as

~d:(s) ,j=,,...,~ (61)
a>(s) ‘ ‘

@_X(s) ,j=,,..,,~ (62)
a!(s)’ ‘

The reason for choosing the same denominator polynomial

for all entries in a row of the p.u.l. impedance and admittance
matrices can be explained as follows. In the MNA stamp of

a multiconductor transmission line system, any row contains

only one row of either the p.u.l. impedance or admittance

matrix. Therefore, when we multiply that row with a>(s) or
a$ (s ), we obtain an equation set which has polynomials in s
as coefficients and the maximum order of these polynomials
is kept as small as possible.

IV. CIRCUIT FORMULATION

Consider a linear circuit Af which contains linear lumped
components and multiconductor transmission line systems.
Without loss of generality, the time-domain MNA matrix
equations for the circuit N with an impulse excitation as input
can be written as [15]

~Nd?J,l(t)
~ + GMt)N(t) + ~ Pkik(t) = bN6(t) (63)

kzl

where VN (t) is a vector of size NM containing the waveforms
of the node voltages, independent voltage source currents,

and inductor currents; bN6(t) is a vector representing the

excitations from the independent source; GN and CN are
constant matrices formed by linear lumped components; ~k
is a ~N x 2nk selector matrix, whose entries are one or zero,
that maps ik (t), the terminal currents of the kth line system,
into the node space of the circuit N; K is the number of
transmission-line systems and nk is the number of conductors
in the kth transmission-line system.

The transmission lines are described in the frequency do-

main by (44). For example, for the kth transmission line

system we have

(A; + sAj)v~(s) + (B: + s~~)Jk(s) = O (64)

where

[1
:k(.$)

Jk(s) = :k(S) . (65)

Vk(s)

(For the case of dispersive transmission line systems we use

the multiconductor equivalent of (60). In this case the blocks
shown as [Pi O O] in (66) are replaced with [Pi O .-. O] with

suitable number of zero matrices.) Combining the formulations

A. + SAI
o
0

0
S1

o

0

r

Vt +

o

B. + sB1 SB2
S1 –1

o S1

o 0
0 0
0 0

0 0

SB3 . . .
0 ...

–1 . . .
. .

0 ...
0 ...

0 ...

sBq SA2 sA3 . . . sAq”
o 0 0 .,. 0
0 0 0 .. 0

. . .. . .
,..

–1 o 0 .. 0
0 –1 o ... 0
0 S1 —1 . . . 0

. . . . . .. . . . . .. . .
0 ... 0 0 0 ... –1 1

J
J2
J3

J,
Vtz

vt3

Vtq

-0-
0
0

= o
0
0

.0_

o bz~ .1 azi . D(2,M,2:M)

Bi =

1

OT

wi” ~(I:M+W+I) —av~ . D(I:M+I,I) wi” ~(1:Af+1,2:M) byi .1

OT 1

(57)
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Fig. 7. The output frequency response of the circuit of Example 2.

for all transmission lines with the Laplace transform of (63),

one obtains the frequency-domain MNA matrix for the circuit

N as shown in (66) at the bottom of the page, which may also
be written in the familiar compact form

(n+ $U)x = b (67)

Let II(s) be the output of interest

H(s) = dTx(s). (68)

Then, using (67), the output frequency response is given by

H(s) = dT(G + SC)-%. (69)

The aim of the PVL algorithm is to find the Pad6 approxima-

tion of the frequency response via Lanczos process

Hq=&- (70)
~=1s — pa

where q is the order of approximation, and pi and k~ are,
respectively, the poles and the corresponding residues. For the
sake of completeness we give a summary of the PVL algorithm
in the Appendix.

The PVL algorithm can also be used to find reduced-order
macromodels for large linear blocks [16]. The linear blocks are
replaced by their reduced order models, and then the equivalent
smaller circuit can be analyzed using a standard numerical
integration simulator such as SPICE.

We conclude this section by a short discussion of the issue
of positive poles produced by the PVL algorithm. As discussed
in detail in [16], even if the linear system itself is stable, the

0.08, 1u~ E— PVL

-- SPICE

I

-0.041 I
0.2 4 6 8 10 12

Time, nanoseconds

Fig. 8. The transient response of the circuit of Example 2.

PVL algorithm may produce some poles with positive real

parts in the early stages of the iteration. This was the case
for several of the circuits we examined. However, the positive
poles that occured were either far from the frequency range of
interest or their residues were negligible. These results agree
with those in [16]. Thus for the purpose of redulced-order
modeling of a circuit using the poles and residues produced
by the PVL algorithm, any positive poles (that occured after
the Pad6 approximation had converged over the frequency
range of interest) were not included in the final polehesidue
representation.

V. NUMERICAL EXPERIMENTS

We have implemented a PVL simulator using SPICE3f4
[17]. This enhanced version of SPICE3f4 can simulate com-
plicated circuits with multiple transmission lines with both
spatially varying and frequency-dependent p.u.l. parameters. In
addition, the PVL algorithm can be used to generate reduced-
order models for these distributed circuits. The following
examples are used to demonstrate some of the features of this
simulator.

Example 1: The stripline structure shown in Fig. 1 was
analyzed using the method given in [18] and the p.u.l. line
inductance and resistance parameters were calculated at a set
of frequency points. Since the dielectric is homogeneous and
lossless, only the p.u.l. inductance and resistance of the line is
frequency dependent. The purpose of this simple example was
to test the validity of the proposed implementation of disper-

i:

GN + SCN [P, o o] [P,oo] .. [PKOO]

(A~+sA;)P~ Bf+SB: 0 . . 0
(A; + sA;)P; O B:+sB; . . 0

(A: + iA~)P; O 0 ... B; + sB~

VN(S)

J1 (S)

J2(s)

JK”(s)

——

iN
o

0

0

(66)
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Fig. 9. The circuit for Example 3.

sive interconnects in SPICE3f4 using Chebyshev expansions,
as well as test the implementation of the PVL algorithm.

A third-order rational function approximation for the
impedance function, Z(s), was obtained using MATLAB’s
INVFREQS routine [19]. As illustrated in Figs. 2 and 3,

the agreement of the calculated values (R and uL) with the

values obtained from these rational function approximations

(Re[Z(jw)] and Im[Z(jo-r)]), is excellent. The other p.u.l.
line parameters are C = 1 pF/cm and G = O. Taking the

maximum frequency of interest as 5 GHz, the order of the
Chebyshev expansion, ill, was chosen as 9 according to (47).
The proposed methodology was then used to obtain the 25th
order PVL approximation for the voltage response at the
output node. Fig. 4 depicts the comparison of the magnitude
of the calculated response with exact results obtained (using
standard frequency-domain transmission line analysis) at the

frequency points at which the line parameters were calculated.

The agreement is excellent. Next, the transient response at
the output node was calculated for a 1 V input pulse of
0.1 ns rise and fall times and 1 ns duration. Fig. 5 depicts
the comptison of the output voltage obtained using the
frequency-dependent R and L parameters with that obtained

using frequency-independent values for R and L, namely, the
(infinite-frequency) external inductance value for L and the dc
value for R. Clearly, the pulse suffers significant dispersion

which is not accurately modeled using simply the dc value

of the p.u.l. resistance.

Example 2: The next example deals with the interconnec-
tion circuit shown in Fig. 6. The circuit shown at the top of the

figure was repeated ten times as shown at the bottom part of
the figure. The resulting circuit has a total of 70 transmission
lines. There are five different transmission lines. All lines are
assumed to have negligible p.u.l. conductance while their p.u.l.
resistance is taken to be 0.1 ohms/cm. The remaining p.u.l.
parameters, C and, L, and the length 1 of the lines are: Line
Tl, C = 1 pF/cm, L = 0.6 rtH/cm, 1 = 3 cm. Line T2, C’= 1
pF/cm, L = 1 nH/cm, 1 = 5 cm. Line T3, C = 1.2 pF/cm,

L = 0.6 nH/cm, 1 = 3 cm. Line T4, C = 1 pF/cm, L = 0.6
nH/cm, 1 = 4 cm. Line T5, C = 1.5 pF/cm, L = 1 nH/cm,

i=2 cm.
A PVL approximation of order 40 was generated for the

response at the node indicated as Vout in the figure. The
comparison of the frequency response provided by the PVL
approximation with that generated using standard SPICE is
depicted in Fig. 7. The two responses are indistinguishable.
The time-domain response at the same node, for a 1 V input
pulse of 100 ps rise/fall time and 5 ns duration, was also

o] I
o 0.5 1 1,5 2 2.5 3 3,5 4 4.5 5

Frequency, GHZ

Fig. 10. The output frequency response of the circuit of Example 3.

computed. It is compared with the SPICE3f4 result in Fig. 8.
The agreement is excellent.

The CPU time needed for the generation of the 40th order
PVL approximation was 1.83 seconds on a SUN Sparc10. This
rtmtime does not include the eigendecomposition of the matrix
Tq which requires 0.48 seconds in MATLAB [19] on a DEC
5000. The distribution of the CPU time consumption is given
in Table I. This time should be compared with the time of

835.5 seconds required by the regular version of SPICE3f4

running on the same SUN Spare 10 platform to generate the
waveform of Fig. 8.

Example 3: This examples deals with the packaging inter-
connection system shown in Fig. 9. The coupled lines are
identical and their length is i = 5 cm. The per-unit-length
line parameters are

[

3.448 0 0

R= O 3.448 0

1

fllcm (71)

o 0 3.448

[

4.976 0.765 0.152

1L = 0.765 4.976 0.765 rdilcm (72)

0.152 0.765 4.976

[

1.082 –0.197 –0.006
C = –0.197 1.124

1

–0.197 pF/cm. (73)
–0.006 –0.197 1.082

Dielectric losses are assumed negligible. The frequency re-
sponse for Vout is shown in Fig. 10. The order of the PVL
approximation is 40. Thk circuit was also analyzed using
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Fig. 11. The circuit for Example 4.

TABLE I
THECPU TIME ANALYSIS ON A SUN Spare10 FOR EXAMPLE2

Operation CPU time in seconds
Reordering and LU decomposition 0.40

Forward and back substitutions 0.59
Other operations 0.54
Total Lanczos time 1.53
Input/output 0.30
Total time 1.83

multipoint Pad6 approximation with 5 expansion points [11].
However, the expansion points are selected in a heuristic
manner in the multipoint Pad6 approximation. Alternatively,
complex frequency hopping (CFH) [8] could have been used to
take advantage of its automated procedure for the selection of
the expansion points. However, the required number of hops,
which is usually twice the number of expansion points needed
for multipoint Pad6 approximation for same accuracy, would
be rather large.

Example 4: The final example considers a low-pass filter
implemented with transmission lines as as shown in Fig. 11.
The filter has a cut-off frequency of 4 GHz. All transmission-

line sections are assumed lossless and are of length A/8 at

the cut-off frequency. Their per-unit-length parameters are:
L1 = L5 = 2.1633 nH/cm, Cl = C5 = 0.5136 pF/cm; L2 =
Ld = 7.25 nH/cm, CZ = G’4= 0.15326 pFlcm; L3 = 2.3433
nH/cm, C3 = 0.47416 pF/cm. This filter was successfully
analyzed in [9] using multipoint Pad6 approximation technique
with expansion points at O, 12.5, 25, 3’7.5, and 50 GHz. The
response obtained after 70 PVL iterations is compared with the

exact response in Fig 12. The agreement over the O GHz–50
GHz band is excellent.

VI. CONCLUSION

In conclusion, we have introduced a mathematical model
that allows linear circuits with dispersive, multiconductor
transmission lines to be simulated by the PVL algorithm.
The mathematical model is based on the use of Chebyshev
expansions for the representation of the spatial variation of
the transmission-line voltages and currents. Through a simple
collocation procedure, an s-domain mai:rix representation of
the multiconductor transmission line system is derived. The
coefficient matrices in this representation are first-degree poly-
nomials in s. Furthermore, the terminal voltages and currents
appear explicitly in this representation. Consequently, the
representation is compatible with the PVL algorithm, and its

!
2’

:
30 4

Frequency, GHz

— Exact
1

-- -PVL
1

!!!i
;

50 60

Fig. 12. The output frequency response of the circuit of Example 4.

integration into the MNA matrix for the circuit containing the

transmission lines is straightforward.
The exponential rate of convergence of Chebyshev polyno-

mial expansions leads to highly accurate approximations of the
the voltage/current spatial variation on the lines using only four
polynomials per wavelength. Keeping the number of terms
in the transmission-line voltage/current expansions small is
very important since it controls the size of the resulting MNA
matrix.

Several circuits were analyzed using a computer implemen-
tation of the proposed methodology. Both digital interconnect-
type circuits and microwave circuits were modeled with ex-

cellent accuracy over very broad frequency ranges.

APPENDIX
THE PVL ALGORITHM

First we define

A = –(~+ S(@-l~, ‘r== (~+ SOD)-%

where so is the expansion point. The selection of
discussed in [12]. The PVL algorithm is as follows:

(74)

so is

1) Set pl = llrllz,~l = IIo!112,v1= T/pi, and WI = d/ql.

Setvo=wo =Oandtio=l.
2) Forn=l,2, . . ..q do.

a) Compute Sn = w~vn.
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b) Set

c) Set

v= Avn —Vn% ‘vn–l,&,

w =ATwn . Wnan — wn_l’yn

d) Setp~+l = IIvIIz,Tw1= Ilwllz,md

Vn Wn
vn+l = — Wn+l = —

Pn+l ‘ Prl+l “

3) Construct the tridiagonal matrix,

Tq =

“Q, /3.2 o ... 0

P2 ~2 93 ““. ~

o p3 ““. ““. o 1r ,.
‘. “.. . “. /jqo .. 0 pq Q!q 1

4) Compute a decomposition of Tq,

Tq = Sqdiag(Al, A2, . . ~, Aq)s;l

and set

p=S~el and v= S~lel

where el= [10... O]T is the first unit vector.

5) Compute the poles and residues of kl~ as

1

‘i=% and k,=-?d”,.
2
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